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Abstract. In this paper we show that the maximal viscosity solution of a class of quasi-convex6

Hamilton–Jacobi equations, coupled with inequality constraints on the boundary, can be recovered7

by taking the limit as p → ∞ in a family of Finsler p-Laplace problems. The approach also enables8

us to provide an optimal solution to a Beckmann-type problem in the general Finslerian setting and9

allows recovering a bench of known results based on the Evans–Gangbo technique.10
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1. Introduction. Let Ω be a smooth bounded subset of RN . Consider a con-15

tinuous Hamiltonian F : Ω× RN → R such that, for all x ∈ Ω,16

• Z(x) := {ξ ∈ RN : F (x, ξ) ≤ 0} is a convex and compact subset of RN ,17

• 0 ∈ int(Z(x)).18

Our main aim concerns the Hamilton–Jacobi (HJ for short) equation of first order:19

F (x,∇u) = 0 in Ω.(1.1)20
21

The class of HJ PDE is central in several branches of mathematics, both from22

theoretical, numerical, and application points of view. The applications in classical23

mechanics, optics, Hamiltonian dynamics, semiclassical quantum theory, Riemannian24

and Finsler geometry, and the optimal control theory are very important.25

In addition to its connection with Hamilton’s equations, in the case where the26

Hamiltonian has sufficient regularity, further connection with common PDEs was27

established in the literature. For instance, it appears in the classical limit of the28

Schrödinger equation (see, e.g., [1]). Its connection with the discount HJ equation29

λu+F (x,∇u) = 0 as λ→ 0 was established in the seminal paper [22] and generalized30

in [9]. The vanishing viscosity method for first order HJ equations establishes the31

connection of HJ equations with the second order PDE −ϵ∆u + F (x,∇u) = 0 as32

ϵ → 0 (see, for instance, [7, 21]). The celebrated paper of Varadhan [29] shows33

that the heat kernel in a Riemannian manifold can be approximated by a Gaussian34

kernel and thus makes the link between the heat equation and the HJ equation. This35

connection can be also done via Hopf–Cole transformation as showed in [6]. This kind36

of transformation also allows recovering the HJ equation in the large-scale hyperbolic37

limit of a class of kinetic equation (see, e.g., [5]).38

Recently, the connection between the HJ equation, optimal mass transport and39

Beckmann’s problem was established in [12, 13] with a flavor of variational approach.40
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In particular, these connections work out a nonlinear divergence-form PDE, called the41

Monge–Kantorovich equation, that we can associate definitively with the HJ equation.42

The connection is not straightforward since the optimal mass transportation, Beck-43

mann’s problem, and the associate divergence formulation are not standard. Roughly44

speaking, the offset is connected to some unknown distribution of mass concentrated45

on the boundary which would both counterbalance the involved optimal mass trans-46

portation phenomena and describe the normal trace of the allowed flux in the diver-47

gence formulation (see [12, 13] for the details). The approach blends sophisticated48

tools from variational analysis, convex duality, and trace-like operator for the so-called49

divergence-measure field. To strengthen the connection with the divergence equation50

and to shape the “pretending diffusive taste” of HJ equation, we propose in this pa-51

per how to achieve the solutions of the HJ equation using an elliptic PDE of Finsler52

p-Laplace type. The Finsler structure associated with the Hamiltonian F takes part53

in the PDE in a common way bringing out some kind of anisotropic p-Laplace PDE54

that we call here the Finsler p-Laplace equation. We treat the equation (1.1) with a55

double obstacle on the boundary. Moreover, thanks to the substantial link of the HJ56

equation with the optimal mass transport, as well as the Beckmann problem, these57

problems will be concerned in their turn with the approach using the Finsler p-Laplace58

equation.59

To describe roughly the approach, we consider the peculiar case of eikonal equa-60

tion with Dirichlet boundary condition:61 {
|∇u| = k in Ω,
u = g on ∂Ω,

(1.2)62

63

where k is a positive continuous function in Ω and ∂Ω denotes the boundary of Ω. It64

is well known by now that the intrinsic distance defined by65

dk(x, y) := inf
ζ∈Γ(x,y)

∫ 1

0

k(ζ(t)) |ζ̇(t)|dt,66

67

where Γ(x, y) is the set of Lipchitz curves joining x and y, describes the maximal68

viscosity subsolution through the following formula:69

u(x) = min
y∈∂Ω

{dk(y, x) + g(y)} .(1.3)70

71

Here g : ∂Ω → R is assumed to be a continuous function satisfying the compatibility72

condition73

g(x)− g(y) ≤ dk(y, x) for all x, y ∈ ∂Ω.74
75

Since (1.3) is likewise the unique solution of the maximization problem76

max
z∈W 1,∞(Ω)

{∫
Ω

z(x)dx : |∇z(x)| ≤ k(x) and z = g on ∂Ω

}
,(1.4)77

78

we know (see [12, 13]) that a dual problem for (1.4) reads79

min
ϕ∈Mb(Ω)N , ν∈Mb(∂Ω)

{∫
Ω

k d|ϕ|+
∫
∂Ω

gdν : − div(ϕ) = χΩ − ν in D
′
(RN )

}
,

(1.5)

80

81



HAMILTON–JACOBI EQUATION 3

which constitutes actually a new variant of Beckmann’s problem with boundary cost82

g. Here Mb is used to denote the set of finite Radon measures. In particular, this is83

connected to the Monge optimal mass transport problem84

inf

{∫
Ω

dk(x, T (x))dx : ν ∈ Mb(∂Ω), T♯χΩ = ν

}
,85

86

as well as to the Monge–Kantorovich relaxed problem87

min

{∫
Ω×Ω

dk(x, y)dγ(x, y) : ν∈Mb(∂Ω), γ∈M+(Ω× Ω), (πx)♯γ=χΩ, (πy)♯γ=ν

}
.88

89

Even if here the so-called target measure ν is an unknown parameter of the problem,90

one sees that the problem aims certainly an optimal mass transportation between91

ρ1 := χΩ and ρ2 := ν, and moreover u, given by (1.3) (the unique solution of (1.2)),92

is an Kantorovich potential of transportation. Since the pioneering work of Evans93

and Gangbo (cf. [14]) in the case where k ≡ 1, it is known that key information94

concerning u may be given by the uniform limit of up, the solution of the modified95

p-Laplace equation96 {
−∆p

(up
k

)
= ρ1 − ρ2 in Ω,

u = g on ∂Ω.
(1.6)97

98

Following the results of [14], one can guess this limit to be given by the so-called99

Monge–Kantorovich system:100  −div(Φ) = ρ1 − ρ2, |∇u| ≤ k in Ω,
Φ = m∇u, m ≥ 0, m(|∇u| − k) = 0 a.e.,
u = g on ∂Ω.

(1.7)101

102

Notice here that, apart from a few special cases out of the scope of our situation103

(cf. [26, Chapter 4.3] for discussions and references about regularity properties of104

Φ under extra assumptions), in general the flux Φ is a vector-valued measure, and105

it is closely connected to the solution of Beckmann problem (1.5). Coming back106

to the HJ equation (1.2), it is clear now that the Monge–Kantorovich system is a107

suitable divergence equation for the solution of (1.2). Moreover, the limit of the flux108

of (1.6) converges weakly to Φ picturing thereby some kind of “nonlinear diffusion”109

phenomena behind the HJ equation.110

Contributions. In this paper, we are interested in studying the connection be-111

tween the HJ equation, coupled with inequality constraints on the boundary,112 {
F (x,∇u) = 0 in Ω,
ϕ ≤ u ≤ ψ on ∂Ω,

(1.8)113

114

and an elliptic problem of Finsler p-Laplace type that we will introduce below.115

We show how to recover the maximal viscosity subsolution to the class of HJ116

equations of the type (1.8) using a family of Finsler p-Laplace problems (with bound-117

ary obstacles) as p→ ∞. Moreover, since the solution of (1.8) is intimately linked to118

the so-called Kantorovich–Rubinstein problem in optimal transport, an appropriate119

Beckmann transportation problem is derived, and its solution is provided. Essen-120

tially, this will be the content of Theorem 3.2 whose proof relies on the results and121
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estimates of Propositions 2.3 and 3.1. Finally, we show in Proposition 4.1 that the122

limit as p → ∞ of solutions of the p-Laplace problems is a Kantorovich potential for123

a classical Kantorovich problem involving the normal trace on the boundary of the124

optimal flow of Beckmann’s problem. Our work illustrates some kind of “nonlinear125

diffusion” phenomena behind the HJ equation.126

Related works. Concerning limits as p → ∞ for the p-Laplace equations, one127

of the first mathematical studies is [2] with particular interest in torsional problems128

and ∞-harmonic functions, followed by the celebrated work of Evans and Gangbo129

[14]. Similar problems were considered in [16, 17] for transport problems with masses130

supported on the boundary. Variants of Monge–Kantorovich problems with bound-131

ary costs were addressed in [23], where the boundary costs can be seen as some132

import/export taxes. In the same spirit, similar results were obtained in [10] with133

some weighted Euclidean distance as a cost. The use of PDE techniques à la Evans134

and Gangbo in the Finsler framework was addressed recently in [18]. It is well known135

that Finsler metrics generalize the Riemannian ones and are of main interest in the136

study of optimal transport and minimal flow problems since they allow considering137

anisotropy, obstacles, etc..138

Our work adds to these series of papers linking HJ equations to other PDEs,139

thanks to the variational approach (cf. [12]), and permits generalizing the works on140

mass transport recalled above. It shows once again the flexibility of the Evans–Gangbo141

method.142

The rest of this paper is organized as follows: in section 2, we present assumptions143

and preliminary results concerning the notion of solution to the HJ equation coupled144

with obstacles on the boundary under consideration and Finsler p-Laplace equations,145

as well as their existence and characterization of solutions. In section 3, we derive146

suitable estimates independent of p and show the convergence of Finsler p-Laplace147

equations as p → ∞. The existence and characterization of solutions to the lim-148

ited variational problems are also studied in detail. Finally, the connection between149

the limited variational problems and a variant of Monge–Kantorovich transportation150

problem is derived in section 4.151

2. Preliminaries.152

2.1. Maximal viscosity subsolution. Consider the HJ equation of first order,153

coupled with some inequality constraints on the boundary154 {
F (x,∇u) = 0 in Ω,

ϕ ≤ u ≤ ψ on ∂Ω.
(2.1)155

156

Here, ϕ, ψ ∈ C(∂Ω) satisfy the compatibility condition157

ϕ(x)− ψ(y) ≤ dσ(y, x) for all x, y ∈ ∂Ω,158
159

with dσ being the intrinsic metric associated to F (see below).160

For each x ∈ Ω, we define the support function σ(x, .) of the 0-sublevel set of F161

by162

σ(x, q) = sup
p∈Z(x)

⟨p, q⟩ for all q ∈ RN ,



HAMILTON–JACOBI EQUATION 5

which turns to be a Finsler metric (see subsection 2.2 below). Then, the intrinsic163

distance associated to F is defined through164

dσ(x, y) := inf
ζ∈Γ(x,y)

∫ 1

0

σ(ζ(t), ζ̇(t))dt,165

166

where Γ(x, y) is the set of Lipchitz curves joining x and y. In the case where ϕ ≡ ψ =167

g : ∂Ω → R is a continuous function satisfying the compatibility condition168

g(x)− g(y) ≤ dσ(y, x) for all x, y ∈ ∂Ω,169
170

it is well known (see, e.g., [15, 21]) that the maximal viscosity subsolution of171 {
F (x,∇u) = 0 in Ω,

u = g on ∂Ω
(2.2)172

173

is given by174

u(x) = min
y∈∂Ω

{dσ(y, x) + g(y)} .(2.3)175

176

Moreover, this solution coincides with the maximal volume solution. Indeed, using177

the fact that the set of all viscosity subsolutions of (2.2) coincides with the set of178

Lipschitz functions u satisfying179

σ∗(x,∇u(x)) ≤ 1 a.e.,180
181

where σ∗ is the dual of the support function σ defined through182

σ∗(x, q) = sup
σ(x,p)≤1

⟨p, q⟩,183

184

we proved in [12] that (2.3) is the unique solution of the following maximization185

problem:186

max
z∈W 1,∞(Ω)

{∫
Ω

z(x)dx, σ∗(x,∇z(x)) ≤ 1 and z = g on ∂Ω

}
.187

188

Now, for the study of the general problem (2.1) with inequality constraints on the189

boundary, we make use of a similar notion of solution. Actually we have the following190

proposition.191

Proposition 2.1. Under the assumption (2.13), (2.1) has a unique solution u192

in the sense of maximal volume; that is, u is the unique solution to the following193

maximization problem:194

max
z∈W 1,∞(Ω)

{∫
Ω

z(x)dx, σ∗(x,∇z(x)) ≤ 1 and ϕ ≤ z ≤ ψ on ∂Ω

}
.(2.4)195

196

Moreover, u is the maximal viscosity subsolution satisfying ϕ ≤ u ≤ ψ on ∂Ω.197

Remark 2.2. Let us say a few words about Perron’s method for (2.1). First, let198

us denote by w the so-called Perron’s solution of (2.1) given by199

w(x) = sup
v∈Kdσ

{v(x)},200

201
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where202

Kdσ = {v ∈W 1,∞(Ω) : Lipdσ (v) ≤ 1 and ϕ ≤ z ≤ ψ on ∂Ω},203

Lipdσ (v) = sup
x,y∈Ω
x̸=y

{
v(y)− v(x)

dσ(x, y)

}
,204

205

and dσ is the intrinsic distance associated to F which is recalled below in (2.12). Since206

Kdσ coincides (see, e.g., [12]) with the set207

Kσ∗ = {z ∈W 1,∞(Ω) : σ∗(x,∇z(x)) ≤ 1 and ϕ ≤ z ≤ ψ on ∂Ω},208

one can easily show that the Perron solution w is the maximal volume solution u209

of the problem (2.4). Indeed, we have that u ≤ w. In addition, if we suppose that210

u(x0) < w(x0) for some x0 ∈ Ω, then we still have u(x) < w(x) for any x ∈ B(x0, ϵ)211

for some ϵ > 0. Then taking z = max(u,w) we have that
∫
Ω
zdx >

∫
Ω
udx which212

contradicts the fact that u has maximal volume.213

2.2. Finsler p-Laplacian equation. Let Ω be a bounded open subset of RN ; a214

Finsler metric is a continuous functionH : Ω×RN → [0,∞) such thatH(x, .) is convex215

and positively 1−homogeneous in the second variable, that is, H(x, tp) = tH(x, p) for216

every t ≥ 0.217

We define the dual of a Finsler metric H (which is also a Finsler metric) by218

H∗(x, q) = sup
H(x,p)≤1

⟨p, q⟩ = sup
p ̸=0

⟨p, q⟩
H(x, p)

.219

In this paper, we assume that H is a nondegenerate Finsler metric; that is, there220

exist a, b > 0 such that221

a|p| ≤ H(x, p) ≤ b|p|(2.5)222
223

for all (x, p) ∈ Ω× RN . In other words, one has224

ã|q| ≤ H∗(x, q) ≤ b̃|q|(2.6)225
226

for some ã, b̃ > 0. Moreover, we have the Cauchy-Schwarz–like inequality227

⟨p, q⟩ ≤ H(x, p)H∗(x, q).(2.7)228
229

Euler’s homogeneous function theorem (see, e.g., [24]) says that230

∂ξH
∗(x, p) · p = H∗(x, p) for any p ∈ RN ,(2.8)231

232

and by convexity of H∗, we have233

∂ξH
∗(x, p) · q ≤ H∗(x, q) for any p, q ∈ RN .234

235

Thus, using (2.6) we get236

|∂ξH∗(x, p) · q| ≤ b̃|q| for any p, q ∈ RN .(2.9)
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Finally, we have237

H(x, ∂ξH
∗(x, p)) = 1 for any p ∈ RN .(2.10)238

239

For details and additional properties we refer the reader to [27].240

Every Finsler metric induces a Finsler distance via the so-called length (or action)241

functional. The action of a Lipschitz curve ξ ∈ Lip([0, 1]; Ω) is defined through242

AH(ξ) =

∫ 1

0

H(ξ(s), ξ̇(s))ds.(2.11)243

244

The induced distance dH by the action functional (2.11) reads as245

dH(x, y) = inf
ξ∈Γ(x,y)

AH(ξ).(2.12)246

247

Note that, in general, H(x, p) is not even in p so that dH may be nonsymmetric; i.e.,248

it may happen that dH(x, y) ̸= dH(y, x).249

Assuming that H∗(x, .) ∈ C1(RN \ {0}) and the compatibility condition250

ϕ(x)− ψ(y) ≤ dH(y, x) for all x, y ∈ ∂Ω,(2.13)251
252

we consider the following Finsler (also called anisotropic) p-Laplace problems:253 {
−div(H∗(x,∇up)p−1∂ξH

∗(x,∇up)) = ρ in Ω,
ϕ ≤ up ≤ ψ on ∂Ω,

(2.14)254

255

where p > N and ρ ∈ L2(Ω) are given and ∂ξH
∗ stands for the derivative of H∗ with256

respect to the second variable. To study this problem let us consider the set257

Wϕ,ψ = {u ∈W 1,p(Ω) : ϕ ≤ u ≤ ψ on ∂Ω},258

and we denote by259

Θp = H∗(x,∇up)p−1∂ξH
∗(x,∇up).260

261

Proposition 2.3. Assume (2.13) is strict, that is,262

ϕ(x)− ψ(y) < dH(y, x) for all x, y ∈ ∂Ω.(2.15)263
264

The problem (2.14) has a unique solution up in the following sense: up ∈ Wϕ,ψ and265 ∫
Ω

Θp · ∇(up − ξ) dx ≤
∫
Ω

ρ (up − ξ) dx for any ξ ∈ Wϕ,ψ.(2.16)266

267

Moreover, the distribution defined through268

⟨Θp · n, η⟩ =
∫
Ω

Θp∇ηdx−
∫
Ω

ηρdx, η ∈ D(RN )(2.17)269

270

is a Radon measure concentrated on ∂Ω which satisfies271 ∫
Ω

Θp · ∇ηdx =

∫
Ω

ηρdx+

∫
∂Ω

ηd(Θp · n) for all η ∈W 1,p(Ω),(2.18)272

273

and274

supp((Θp · n)+) ⊂ {up = ϕ} and supp((Θp · n)−) ⊂ {up = ψ}.(2.19)275
276
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Proof. We consider the following minimization problem of Finsler p-Laplace type:277

min
u∈Wϕ,ψ

Fp(u) :=
∫
Ω

H∗(x,∇u)p

p
dx−

∫
Ω

uρdx.(2.20)278

279

Observe that Wϕ,ψ is a closed, convex subset of W 1,p(Ω). The functional Fp is280

coercive, strictly convex, and lower semicontinuous on Wϕ,ψ. Therefore Fp admits a281

unique minimizer on Wϕ,ψ which satisfies (2.16).282

Now, to prove (2.18) we follow the main ideas of [23, Thereom 3.4]. Clearly,283

(2.16) implies −div(Θp) = ρ in D′
(Ω). It follows that the Θp · n defined by (2.17) is284

a distribution supported on ∂Ω. Let us show moreover that285

supp (Θp · n) ⊂ {x ∈ ∂Ω : up(x) = ϕ(x)} ∪ {x ∈ ∂Ω : up(x) = ψ(x)} .286
287

Take a test function η ∈ C∞(Ω) whose support is disjoint from {x ∈ ∂Ω : up(x) =288

ϕ(x)} ∪ {x ∈ ∂Ω : up(x) = ψ(x)}. There exists some ϵ > 0 so that up + tη remains289

admissible for (2.20) for |t| < ϵ, i.e., ϕ ≤ up+ tη ≤ ψ. By optimality of up, we get the290

variational inequality291 ∫
Ω

Θp · ∇(v − up)dx ≥
∫
Ω

(v − up)ρdx for all v ∈ Wϕ,ψ.292

In particular, for v = up + tη, we get293

t

∫
Ω

Θp · ∇ηdx ≥ t

∫
Ω

ηρdx.294

This holds for positive and negative t such that |t| ≤ ϵ. Consequently295 ∫
Ω

Θp · ∇ηdx =

∫
Ω

ηρdx.296

In other words, ⟨Θp · n, η⟩ = 0 and supp(Θp · n) ⊂ {up = ϕ} ∪ {up = ψ}. We297

are now in a position to show that Θp · n is actually a Radon measure. Indeed,298

the inequality (2.15) implies that the two compact sets {x ∈ ∂Ω : up(x) = ϕ(x)} and299

{x ∈ ∂Ω : up(x) = ψ(x)} are disjoint. There exist η1, η2 ∈ D(RN ) such that300

η1(x) =

{
1 on {up = ϕ},
0 on {up = ψ}

and η2(x) =

{
1 on {up = ψ},
0 on {up = ϕ}.

301

That we can write Θp · n = D1 +D2, where D1, D2 are distributions given by302

⟨D1, η⟩ = ⟨Θp · n, ηη1⟩ and ⟨D2, η⟩ = ⟨Θp · n, ηη2⟩.303

That being said, for any positive test function η, we have that supp(ηη1) ∩ {up =304

ψ} = ∅, and for 0 ≤ t < ϵ we have up + t(ηη1) ∈ Wϕ,ψ. Consequently305

t

∫
Ω

Θp · ∇(ηη1)dx ≥ t

∫
Ω

(ηη1)ρdx,306

i.e.,307

⟨D1, η⟩ ≥ 0.(2.21)308
309



HAMILTON–JACOBI EQUATION 9

On the other hand, for any positive test function η, we have that supp(ηη2) ∩ {up =310

ϕ} = ∅, and for −ϵ < t ≤ 0, we have that up + t(ηη2) ∈ Wϕ,ψ. Consequently311

t

∫
Ω

Θp · ∇(ηη2)dx ≥ t

∫
Ω

(ηη2)ρdx.312

In other words,313

⟨D2, η⟩ ≤ 0.(2.22)314
315

In conclusion, D1 and −D2 are positive distributions. Hence, they are positive Radon316

measures. It follows that the distribution Θp ·n is a Radon measure on ∂Ω. Moreover,317

(2.21) and (2.22) give (2.19).318

Thanks to the proof of Proposition 2.3, we have the following description of the319

solution.320

Corollary 2.4. If H∗(x, .) ∈ C1(RN \ {0}), then up is the unique weak solution321

of the problem322 
−div(H∗(x,∇up)p−1∂ξH

∗(x,∇up)) = ρ in Ω,
H∗(x,∇up)p−1∂ξH

∗(x,∇up) · n ≥ 0 on {up = ϕ} ,
H∗(x,∇up)p−1∂ξH

∗(x,∇up) · n ≤ 0 on {up = ψ} ,
H∗(x,∇up)p−1∂ξH

∗(x,∇up) · n = 0 in {ϕ < up < ψ},
ϕ ≤ up ≤ ψ on ∂Ω,

(2.23)323

324

where n is the exterior normal to the boundary ∂Ω in the sense that up ∈ Wϕ,ψ,325

Θp ∈ Lp
′
(Ω)N , Θp · n ∈ Mb(∂Ω), and the triplet (up,Θp,Θp · n) satisfies (2.18)–326

(2.19).327

Remark 2.5. In order to simplify the presentation we have assumed thatH∗(x, .) ∈328

C1(Rn \ {0}). However, we do believe that all the results of this paper remain true329

without this assumption and that one needs just to replace the derivative of H∗ with330

respect to the second variable by the subdifferential.331

Remark 2.6. It is possible to use the same techniques for the HJ equation with332

double obstacles in the whole domain Ω. Namely, consider the following equation:333 {
F (x,∇u) = 0 in [ϕ ≤ u ≤ ψ],
u = g on ∂Ω,

(2.24)334

335

where ϕ, ψ ∈ C(Ω) such that ϕ ≤ ψ and g ∈ C(∂Ω) is some compatible boundary336

data. Then, arguing as in Proposition 2.1, the maximal viscosity subsolution of (2.24)337

can be recovered by the following maximization problem:338

max
z∈W 1,∞

g (Ω)

{∫
Ω

z(x)dx, σ∗(x,∇z(x)) ≤ 1 and ϕ ≤ z ≤ ψ in Ω

}
.339

340

Moreover, the solution of (2.24) can be obtained by minimizing the functional Fp341

in (2.20) over the set {u ∈W 1,p
g (Ω) : ϕ ≤ u ≤ ψ in Ω}.342

3. Limits of Finsler p-Laplacian as p → ∞. The strategy is to obtain some343

uniform bounds in p of∇up; then we show that the triplet (up,Θp,Θp·n) converges (up344

to a subsequence) to optimal solutions of the corresponding Kantorovich–Rubinstein345

and Beckmann-type problems. The following result gathers main estimates that we346

will need later.347
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Proposition 3.1 (main estimates). Assume (2.13) is strict, that is,348

ϕ(x)− ψ(y) < dH(y, x) for all x, y ∈ ∂Ω.349
350

Then, we have351

(i) estimate on up352

|up(x)− up(y)| ≤ C|x− y|r, for all x, y ∈ Ω;(3.1)353
354

(ii) estimates on Θp · n355 ∫
∂Ω

d(Θp · n)+ ≤ C1 and

∫
∂Ω

d(Θp · n)− ≤ C2;(3.2)356

357

(iii) estimate on Θp358 ∫
Ω

|Θp|dx ≤ C,(3.3)359

360

where r, C,C1, C2 are positive constants independent from p.361

Proof. First, we prove (i). Define v(x) = miny∈∂Ω ψ(y)+dH(y, x). Regarding the362

compatibility condition (2.13), we have ϕ ≤ v ≤ ψ on ∂Ω. It is not difficult to see363

that v is 1−Lipschitz with respect to dH , and equivalently (see, e.g., [12, Proposition364

2.1]), we have that H∗(x,∇v(x)) ≤ 1 a.e. in Ω. Using the fact that up is a minimizer365

of Fp, we have366

∫
Ω

H∗(x,∇up)p

p
dx−

∫
Ω

upρdx ≤
∫
Ω

H∗(x,∇v)p

p
dx−

∫
Ω

vρdx ≤ |Ω|
p

−
∫
Ω

vρdx.

(3.4)

367

368

Thanks to Theorem 2.E in [28], there is a Morrey-type inequality independent of p369

∥u∥L∞(Ω) ≤ CΩ∥∇u∥Lp(Ω) for any u ∈W 1,p
0 (Ω), p > N + 1,370

371

where the constant CΩ does not depend on p and u. Observing that we can apply the372

above inequality to (up −max∂Ω ψ)
+ and (up −min∂Ω ϕ)

− which are in W 1,p
0 (Ω) to373

obtain374

∥u+p ∥L∞(Ω) ≤ CΩ∥∇up∥Lp(Ω) + |max
∂Ω

ψ|375

and376

∥u−p ∥L∞(Ω) ≤ CΩ∥∇up∥Lp(Ω) + |min
∂Ω

ϕ|.377

So378

∥up∥L∞(Ω) ≤ C1∥∇up∥Lp(Ω) + C2.379

From (3.4) and the preceding inequality we deduce that380 ∫
Ω

H∗(x,∇up)p

p
dx ≤ |Ω|

p
−
∫
Ω

vρdx+

∫
Ω

upρdx ≤ C3(1 + ∥∇up∥Lp(Ω)),
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where C3 is a positive constant not depending on p. Combining this with (2.5), we381

get382

∥H∗(x,∇up)∥pLp(Ω) ≤ C4p(1 + ∥H∗(x,∇up)∥Lp(Ω))383
384

which implies that385

∥H∗(x,∇up)∥Lp(Ω) ≤ (C5p)
1
p−1(3.5)386

387

for some constant C5 independent from p. Again, by (2.5), we get388

∥∇up∥Lp(Ω) ≤ C6.(3.6)389
390

Now take some N < m ≤ p. Then by Hölder’s inequality391

∥∇up∥Lm(Ω) ≤ |Ω|
p−m
pm ∥∇up∥Lp(Ω).(3.7)392

393

Thanks to (3.6), (3.7), and the Morrey–Sobolev embedding from W 1,m(Ω) to Hölder394

spaces,395

|up(x)− up(y)| ≤ C7|x− y|1−α396
397

with α = N
m .398

Now, let us prove (ii). We consider as before v(x) = miny∈∂Ω ψ(y) + dH(y, x).399

We have400 ∫
∂Ω

(up − v)d(Θp · n) =
∫
Ω

Θp · ∇(up − v)dx−
∫
Ω

(up − v)ρdx.401

In other words402 ∫
Ω

(up−v)ρdx =

∫
Ω

Θp·∇(up−v)dx+
∫
{up=ψ}

(ψ−v)d(Θp·n)−−
∫
{up=ϕ}

(ϕ−v)d(Θp·n)+.403

We see that ϕ < v ≤ ψ on ∂Ω so that ψ− v ≥ 0 and ϕ− v < 0; thus ϕ− v < −C1 for404

some positive constant C1. So we obtain405 ∫
Ω

Θp · ∇updx+ C1

∫
∂Ω

d(Θp · n)+ ≤
∫
Ω

(up − v)ρdx+

∫
Ω

Θp · ∇vdx.(3.8)406

407

Since H∗ is a Finsler metric, we have by Euler’s homogeneous function theorem (see,408

e.g., [24]) that ∂ξH
∗(x, ξ) · ξ = H∗(x, ξ) for any ξ ∈ RN . Thus409 ∫

Ω

Θp · ∇updx =

∫
Ω

H∗(x,∇up)p−1∂ξH
∗(x,∇up) · ∇updx =

∫
Ω

H∗(x,∇up)pdx.410

Using this fact in (3.8), we get411 ∫
Ω

H∗(x,∇up)pdx+ C1

∫
∂Ω

d(Θp · n)+ ≤ C2 +

∫
Ω

Θp · ∇vdx,412
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where C2 > 0 is independent from p. On the other hand, thanks to (2.7) we have413 ∫
Ω

Θp · ∇vdx ≤
∫
Ω

H(x,Θp)H
∗(x,∇v)dx

=

∫
Ω

H(x,H∗(x,∇up)p−1∂ξH
∗(x,∇up))H∗(x,∇v)dx

=

∫
Ω

H∗(x,∇up)p−1H(x, ∂ξH
∗(x,∇up))H∗(x,∇v)dx

=

∫
Ω

H∗(x,∇up)p−1H∗(x,∇v)dx,

414

where we have used the homogeneity of H and (2.10). Using Hölder and Young’s415

inequalities and the fact that H∗(x,∇v) ≤ 1 a.e., we get416 ∫
Ω

H∗(x,∇up)p−1H∗(x,∇v)dx ≤
(∫

Ω

H∗(x,∇up)(p−1)p
′

dx

) 1

p
′

|Ω|
1
p

≤ p− 1

p

∫
Ω

H∗(x,∇up)pdx+
1

p
|Ω|.

417

We deduce that418

1

p

∫
Ω

H∗(x,∇up)pdx+ C1

∫
∂Ω

d(Θp · n)+ ≤ C2 +
1

p
|Ω|.419

420

Therefore421 ∫
∂Ω

d(Θp · n)+ ≤ C3(3.9)422

423

for some positive constant C3 independent of p. Set w(x) = maxy∈∂Ω ϕ(y)−dH(y, x).424

Observe that ϕ ≤ w < ψ, and following the same lines we get that425 ∫
∂Ω

d(Θp · n)− ≤ C4.(3.10)426

427

As for Θp, we have428 ∫
Ω

H∗(x,∇up)pdx =

∫
Ω

Θp · ∇updx =

∫
∂Ω

upd(Θp · n) +
∫
Ω

upρdx.429

Keeping in mind (3.9) and (3.10), Hölder’s inequality gives430 ∫
Ω

H∗(x,∇up)p−1dx ≤ C5;431

432

this proves (iii).433

Thanks to Proposition 3.1, we can state the main result.434

Theorem 3.2. Let up be a minimizer of Fp. Then, up to a subsequence, up ⇒ u435

on Ω, where u solves the following variant of Kantorovich–Rubinstein problem:436

(KR)H : max

{∫
Ω

udρ : H∗(x,∇u) ≤ 1 a.e., ϕ ≤ u ≤ ψ on ∂Ω

}
.437

438

Moreover, there exists a couple (Θ, θ) ∈ Mb(Ω)
N × Mb(∂Ω) such that there is the439

following:440
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(i) Up to a subsequence441

(Θp,Θp · n)⇀ (Θ, θ) in Mb(Ω)
N ×Mb(∂Ω)− weak∗.442

(ii) (Θ, θ) solves the Beckmann problem443

(B)H : min
Φ∈Mb(Ω)N

ν∈Mb(∂Ω)

{∫
Ω

H(x,
Φ

|Φ|
)d|Φ|+

∫
∂Ω

ψdν− −
∫
∂Ω

ϕdν+ : − div(Φ)444

= ρ+ ν in D
′
(RN )

}
.445

446

(iii) The couple (u,Θ) solves the PDE447  −div(Θ) = ρ in Ω,
Θ(x) · ∇u(x) = H (x,Θ) in Ω,
ϕ ≤ u ≤ ψ on ∂Ω,

(3.11)448

449

in the following sense: (u,Θ) ∈ Wϕ,ψ ×Mb(Ω)
N , Θ · n = θ ∈ Mb(∂Ω),450

Θ

|Θ|
· ∇|Θ|u = H

(
.,

Θ

|Θ|

)
, |Θ| − a.e. in Ω,(3.12)451

452

supp(θ+) ⊂ {u = ϕ} and supp(θ−) ⊂ {u = ψ},453
454

and455 ∫
Ω

Θ · ∇η dx =

∫
Ω

ηρ dx+

∫
∂Ω

η dθ for all η ∈W 1,∞(Ω).456

457

Proof. The case where the inequality (2.13) is strict. First, we see that,458

thanks to (3.1), we have by Ascoli–Arzelà’s theorem, up to a subsequence, up ⇒ u459

on Ω for some continuous function u satisfying ϕ ≤ u ≤ ψ on ∂Ω. It is clear that460

u ∈W 1,∞(Ω).461

We are now in a position to show that u solves (KR)H . To do so, we take any462

v ∈ Wϕ,ψ such that H∗(x,∇v(x)) ≤ 1 a.e.. Using the optimality of up we see that463

−
∫
Ω

upρdx ≤ Fp(up) ≤ Fp(v) ≤
|Ω|
p

−
∫
Ω

vρdx.464

Taking the limit up to a subsequence, we get465

sup

{∫
Ω

vρdx : H∗(x,∇v) ≤ 1 a.e., ϕ ≤ v ≤ ψ on ∂Ω

}
≤

∫
Ω

uρdx.466

It remains to show that u is 1−Lipschitz with respect to dH , that is, H∗(x,∇u(x)) ≤ 1467

a.e.. Recall that ϕ ≤ u ≤ ψ on ∂Ω. Again, using (3.5), we consider N < m ≤ p, and468

we use Hölder’s inequality to get469

∥H∗(x,∇up)∥Lm(Ω) ≤ (C5p)
1
p−1 |Ω|

p−m
pm .470

Since up ⇒ u uniformly in Ω, we can assume that up to a subsequence up ⇀ u weakly471

in W 1,m(Ω), and particularly, ∇up ⇀ ∇u weakly in Lm(Ω,RN ). Mazur’s lemma (see472
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[11] for an example) ensures the existence of a convex combination of ∇upk converging473

in norm toward ∇u. More precisely, there exists {Ui} such that474

Ui =

ni∑
k=i

αik∇upk ,475

where
∑ni
k=i α

k
i = 1 and αik ≥ 0, i ≤ k ≤ ni, and ∥Ui −∇u∥Lm(Ω) → 0 as i → +∞.476

Since H∗ is continuous, we have477

∥H∗(x,∇u)∥Lm(Ω) ≤ lim inf
i→∞

∥H∗(x,

ni∑
k=i

αik∇upk)∥Lm(Ω)

≤ lim inf
i→∞

ni∑
k=i

αik∥H∗(x,∇upk)∥Lm(Ω)

≤ lim inf
i→∞

ni∑
k=i

αik(C5pk)
1

pk−1 |Ω|
pk−m
mpk = |Ω| 1

m .

478

479

Taking m → ∞, we get H∗(x,∇u(x)) ≤ 1 a.e. x ∈ Ω. On the other hand, we see480

that (3.3) and (3.2) imply that Θp and Θp · n are bounded in Mb(Ω) and Mb(∂Ω),481

respectively. As a consequence, there exist Θ ∈ Mb(Ω)
N and θ ∈ Mb(∂Ω) such that482

up to a subsequence483

Θp ⇀ Θ weakly* as p→ ∞484

and485

Θp · n⇀ θ weakly* as p→ ∞.486

Next, take any admissible potential v ∈ C1(Ω) for (KR)H and an admissible couple487

of flows (Ψ, ν) ∈ Mb(Ω)
N ×Mb(∂Ω) for (B)H . Since H∗(x,∇v) ≤ 1 for a.e. x ∈ Ω,488

we have489 ∫
Ω

H

(
x,

Ψ

|Ψ|

)
d|Ψ| ≥

∫
Ω

H

(
x,

Ψ

|Ψ|

)
H∗(x,∇v)d|Ψ|490

≥
∫
Ω

Ψ

|Ψ|
∇vd|Ψ|491

≥
∫
Ω

vdρ+

∫
∂Ω

ϕdν+ −
∫
∂Ω

ψdν−492

493

and consequently494 ∫
Ω

H

(
x,

Ψ

|Ψ|

)
d|Ψ|+

∫
∂Ω

ψdν− −
∫
∂Ω

ϕdν+ ≥
∫
Ω

vdρ.495

In particular, this implies that496

min(B)H ≥ max(KR)H .
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On the other hand, using Hölder’s inequality combined with (2.8)–(2.9), we get497 ∫
Ω

H

(
x,

Θ

|Θ|

)
d|Θ| ≤ lim inf

p

∫
Ω

H
(
x,H∗(x,∇up)p−1∂ξH

∗(x,∇up)
)
dx498

= lim inf
p

∫
Ω

H∗(x,∇up)p−1H(x, ∂ξH
∗(x,∇up))dx499

≤ lim inf
p

(∫
Ω

H∗(x,∇up)pdx
) p−1

p

500

= lim inf
p

(∫
Ω

H∗(x,∇up)p−1 ∂ξH
∗(x,∇up) · ∇updx

) p−1
p

501

= lim inf
p

(∫
Ω

∇updΘp
) p−1

p

502

= lim inf
p

(∫
Ω

upρdx+

∫
∂Ω

upd(Θp · n)
) p−1

p

503

=

∫
Ω

uρdx+

∫
∂Ω

ϕdθ+ −
∫
∂Ω

ψdθ−.504

505

This implies that506

min(B)H ≤
∫
Ω

H

(
x,

Θ

|Θ|

)
d|Θ| −

∫
∂Ω

ϕdθ+ +

∫
∂Ω

ψdθ− ≤
∫
Ω

uρdx = max(KR)H .507

508

Thus509

min(B)H =

∫
Ω

H

(
x,

Θ

|Θ|

)
d|Θ| −

∫
∂Ω

ϕdθ+ +

∫
∂Ω

ψdθ− =

∫
Ω

uρdx = max(KR)H ,510

511

which implies the optimality of u and (Φ, θ).512

Now it remains to show the results for the general case where the inequality (2.13)513

needs not to be strict.514

We proceed by approximations. Consider two sequences {ϕn}n and {ψn}n of515

continuous functions on ∂Ω such that516

ϕn(x)− ψn(y) < dH(y, x) for all x, y ∈ ∂Ω,517

and518

ϕn ⇒ ϕ and ψn ⇒ ψ on ∂Ω.519

Then, thanks to the previous case, there exists a sequence of {un}n ∈ Wϕn,ψn such520

that H∗(x,∇un) ≤ 1 a.e Ω. In addition, consider the corresponding solutions to the521

Beckmann problem (Θn, θn). We then have522 ∫
Ω

undρ =

∫
Ω

H

(
x,

Θn
|Θn|

)
d|Θn| −

∫
∂Ω

ϕndθ
+
n +

∫
∂Ω

ψndθ
−
n = min(B)H .(3.13)523

524

Then we deduce by the previous arguments that525

un ⇒ u uniformly in Ω with H∗(x,∇u) ≤ 1 a.e. and ϕ ≤ u ≤ ψ in ∂Ω.526
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Next, we follow the main ideas of the proof of Proposition 3.1. Define vn(x) =527

miny∈∂Ω {ψn(y) + dH(y, x)}. Then528 ∫
Ω

Θn · ∇undx+ C1

∫
∂Ω

dθ+n ≤
∫
Ω

(un − vn)ρdx+

∫
Ω

Θn · ∇vndx,(3.14)529

530

where C1 is a positive constant independent from n. Using (3.11), we have531 ∫
Ω

Θn · ∇undx =

∫
Ω

H

(
x,

Θn
|Θn|

)
d|Θn|.532

On the other hand, since H∗(x,∇vn(x)) ≤ 1 a.e, we get533 ∫
Ω

Θn · ∇vndx ≤
∫
Ω

H(x,Θn)H
∗(x,∇vn)dx ≤

∫
Ω

H

(
x,

Θn
|Θn|

)
d|Θn|.534

Combining these facts in (3.14) and using (2.5) we get535 ∫
∂Ω

dθ+n ≤ C, with C > 0.(3.15)536

537

Similarly, working with wn(x) = maxy∈∂Ω ϕn(y)− dH(y, x) instead of vn, we get538 ∫
∂Ω

dθ−n ≤ C, with C > 0.(3.16)539

540

As for Θn, we deduce from (2.5), (3.13), (3.15), and (3.16) that541 ∫
Ω

|Θn|dx ≤ C.542

Then, up to a subsequence, (Θn, θn) ⇀ (Θ, θ) weakly* as n → ∞. Thus, passing to543

the limit in (3.13), the proof is complete.544

Finally, for the proof of the last item (iii), by passing to the limit, we recover the545

conditions546

supp(θ+) ⊂ {u = ϕ} and supp(θ−) ⊂ {u = ψ},547
548

and549 ∫
Ω

Θ · ∇η dx =

∫
Ω

ηρ dx+

∫
∂Ω

η dθ for all η ∈W 1,∞(Ω).550

551

The equation552

Θ

|Θ|
· ∇|Θ|u = H

(
.,

Θ

|Θ|

)
, |Θ| − a.e. in Ω553

554

is due to the optimality of u and Φ (see, for example, [20, 25]).555

By uniqueness of the maximal viscosity subsolution of (2.1) we easily deduce the556

following corollary.557

Corollary 3.3. Let H = σ, with σ being the support function of the 0-sublevel558

sets of the Hamiltonian F in (2.1). Then the whole sequence {up}p converges uni-559

formly to the solution u of (2.1).560



HAMILTON–JACOBI EQUATION 17

Now let us state the PDE satisfied by the potential u and the flow Θ, which in561

particular will give a characterization of the HJ equation (2.1).562

Proposition 3.4. The couple (u,Θ) given by Theorem 3.2 is a solution of the563

PDE564 
−div(Θ) = ρ in Ω,
Θ ∈ ∂IIBH∗(x,.)

(∇u) in Ω,

ϕ ≤ u ≤ ψ on ∂Ω
565

566

in the sense that (u,Θ) ∈ Wϕ,ψ ×Mb(Ω)
N ,Θ · n = θ ∈ Mb(∂Ω),567

Θ ∈ ∂IIBH∗(x,.)
(∇|Θ|u), |Θ| − a.e. in Ω,568

569

supp(θ+) ⊂ {u = ϕ} and supp(θ−) ⊂ {u = ψ},570
571

and572 ∫
Ω

Θ · ∇η dx =

∫
Ω

ηρ dx+

∫
∂Ω

η dθ for all η ∈W 1,∞(Ω).573

574

In particular, taking H = σ, with σ being the support function of the 0-sublevel sets575

of the Hamiltonian F , the maximal viscosity subsolution u of (2.1) is uniquely char-576

acterized by the existence of Θ ∈ Mb(Ω)
N such that the couple (u,Θ) is a solution of577

the PDE578  −div(Θ) = 1 in Ω,
Θ ∈ ∂IIZ(x)(∇u) in Ω,
ϕ ≤ u ≤ ψ on ∂Ω

579

580

Proof. The divergence and boundary constraints follow from Theorem 3.2, and581

Θ ∈ ∂IIBH∗(x,.)
(∇|Θ|u)582

is recovered by (3.12).583

Unlike in the Euclidean case H = | · |, where the optimal flow Θ can be linked584

to the transport density and the gradient of the Kantorovich potential u (see (1.7)),585

dealing with a general Finsler metricH it is not straightforward how to phrase the flow586

Θ explicitly in such a way. The following result points out two particular situations587

showing how this is possible.588

Corollary 3.5. Let (u,Θ) be a solution of the PDE (3.11) in the sense of The-589

orem 3.2. If590

|Θ| ≪ LN ,591
592

then, setting593

ω := H(x,Θ),(3.17)594
595

we have596

Θ = ω ∂ξH
∗(x,∇u) LN − a.e. x ∈ Ω597

598

and599

ω (H∗(x,∇u)− 1) = 0 LN − a.e. x ∈ Ω.600
601
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Proof. If |Θ| ≪ LN , then ∇|Θ|u = ∇u,LN− a.e. in Ω, and by taking ω as in602

(3.17), the relationship (3.12) implies that Θ ·∇u = ω LN− a.e. in Ω. Since moreover603

H∗(x,∇u) ≤ 1, then by definition of H∗, we get604

Θ = ω ∂ξH
∗(x,∇ωu) and ω (H∗(.,∇ωu)− 1) = 0, LN − a.e. in Ω.605

606

Corollary 3.6. Let (u,Θ) be a solution of (3.11) in the sense of Theorem 3.2.607

We set again608

ω := H(x,Θ),609

and we assume moreover that610

H∗(x,∇ωu) ≤ 1 ω − a.e. x ∈ Ω.(3.18)611
612

Then613

Θ = ω ∂ξH
∗(x,∇ωu),614

615

and616

H∗(x,∇ωu) = 1 ω − a.e. x ∈ Ω.617
618

Proof. See that ∇|Θ|u = ∇ωu and619

H

(
x,

dΘ

dω

)
= 1 ω − a.e. Ω.620

621

So, in one hand, using the fact that622

∇|Θ|u · Θ

|Θ|
= H

(
x,

Θ

|Θ|

)
|Θ| − a.e. Ω,623

624

we have625

∇ωu · dΘ
dω

= ∇|Θ|u · dΘ
dω

= 1 ω − a.e. Ω.626

627

On the other hand, we see that628

∇ωu · dΘ
dω

≤ H∗(x,∇ωu)H

(
x,

dΘ

dω

)
= H∗(x,∇ωu) ω − a.e. Ω.629

630

So, assuming (3.18), we get631

1 = ∇ωu · dΘ
dω

= H∗(x,∇ωu)H

(
x,

dΘ

dω

)
= H∗(x,∇ωu) ω − a.e. Ω.632

633

Thus the results follow by definition of H∗.634

Remark 3.7. Combining Theorem 3.2 and Corollaries 3.5–3.6, the couple (ω :=635

H(x,Θ),u) solves the associated Monge–Kantorovich system to (KR)H and (B)H :636 

−div(ω∂ξH
∗(x,∇ωu)) = ρ in Ω,

∂ξH
∗(x,∇ωu) · n ≥ 0 on {u = ϕ} ,

∂ξH
∗(x,∇ωu) · n ≤ 0 on {u = ψ} ,

∂ξH
∗(x,∇ωu) · n = 0 in {ϕ < u < ψ},

ϕ ≤ u ≤ ψ on ∂Ω,
H∗(x,∇ωu) ≤ 1 in Ω,
H∗(x,∇ωu) = 1 ω − a.e..

(3.19)637

638
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In particular, given a positive continuous function k : Ω → R, and define the following639

Finsler metric H(x, p) = k(x)|p| for (x, p) ∈ Ω×RN . We easily see that its dual reads640

H∗(x, q) =
|q|
k(x)

,641

and the systems (2.23)–(3.19) reduce the ones studied in [10].642

Moreover, if the Finsler metric is defined via the so-called Minkowski functional643

(or gauge function)644

gK(p) = inf{t > 0 : t−1p ∈ K},645

where K is a convex, closed, and bounded set RN , then considering H∗(x, p) = gK(p)646

and ϕ = ψ, we recover the Monge–Kantorovich system studied in [8].647

4. Connection with Monge–Kantorovich problem. Let us recall that we648

can derive a dual problem to (KR)H using perturbation techniques (as in [10, 12]) to649

get the following Kantorovich problem:650

(K)H : min
γ∈Π(ρ+,ρ−)

{∫
Ω×Ω

dH(x, y)dγ(x, y) +

∫
∂Ω

ψ(y)d(πy)♯γ −
∫
∂Ω

ϕ(x)d(πx)♯γ

}
.651

Here Π(ρ+, ρ−) = {γ ∈ M+(Ω × Ω) : (πx)♯γ Ω = ρ+, (πy)♯γ Ω = ρ−}, with πx652

and πy standing for the usual projections of Ω× Ω onto Ω, that is, πx(x, y) = x and653

πy(x, y) = y for any (x, y) ∈ Ω× Ω and654

(πx)♯γ Ω = ρ+ ⇔ γ(A× Ω) = ρ+(A) for any Borelean A ⊂ Ω,655

656

(πy)♯γ Ω = ρ− ⇔ γ(Ω×B) = ρ−(B) for any Borelean B ⊂ Ω.657

The existence of optimal solution to (K)H can be obtained using the direct method658

of calculus of variations. Moreover, all the extremal values coincide:659

(4.1) min(B)H = min(K)H = max(KR)H .660

Here ϕ and ψ play the role of import/export costs for the Kantorovich problem (K)661

as in [10, 23] for the Euclidean and Riemannian costs. In addition, we show that the662

measure θ constructed in Theorem 3.2 will add to the measure ρ so that the potential663

u will be a Kantorovich potential for the classical transport problem on Ω between664

µ := ρ+LN Ω+ θ+ and ν := ρ−LN Ω+ θ−, that is,665 ∫
Ω

ud(µ− ν) = min
γ∈Γ(µ,ν)

∫
Ω×Ω

dH(x, y)dγ(x, y),666

where Γ(µ, ν) := {γ ∈ M+(Ω × Ω) : (πx)♯γ = µ, (πy)♯γ = ν} denotes the set of667

transport plans from µ to ν on Ω.668

Proposition 4.1. Let u be the limit of the family of Finsler p-Laplace problems669

constructed in Theorem 3.2. Then u is a Kantorovich potential for the classical opti-670

mal transport problem between ρ+LN Ω+ θ+ and ρ−LN Ω+ θ−. Moreover671 ∫
Ω

uρdx = min(K)H .672
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Proof. In the definition of Θp ·n in (2.17), we take as a test function η = u to get673 ∫
∂Ω

ud(Θp · n) =
∫
Ω

Θp · ∇udx−
∫
Ω

uρdx.674

Thanks to Theorem 3.2, passing to the limit p→ ∞ (up to a subsequence) we get675

lim
p→∞

∫
Ω

Θp · ∇udx =

∫
∂Ω

udθ +

∫
Ω

uρdx.(4.2)676

677

Since u is 1−Lipschitz with respect to dH , we may find, thanks to Lemma 5.2, a678

sequence of smooth functions wϵ converging uniformly to u and enjoying the property679

of being 1−Lipschitz with respect to dH . By definition of Θp · n, we get680 ∫
∂Ω

(u− wϵ)d(Θp · n) =
∫
Ω

Θp · (∇u−∇wϵ)dx−
∫
Ω

(u− wϵ)ρdx.681

Taking p→ ∞ (again, up to a subsequence) and keeping in mind (4.2), we get682

∫
Ω

uρdx+

∫
∂Ω

udθ =

∫
Ω

(u− wϵ) ρdx+

∫
∂Ω

(u− wϵ) dθ +

∫
Ω

Θ · ∇wϵdx = Aϵ +Bϵ,

(4.3)

683

684

with Aϵ =
∫
Ω
(u−wϵ)ρdx+

∫
∂Ω

(u−wϵ)dθ and Bϵ =
∫
Ω
Θ ·∇wϵdx. Since wϵ converges685

uniformly to u on Ω, we have that Aϵ → 0 as ϵ→ 0. We claim that686

Bϵ →
∫
Ω

H

(
x,

Θ

|Θ|

)
d|Θ|687

as ϵ→ 0. We first observe that688 ∫
Ω

uρdx = lim
ϵ→0

∫
Ω

wϵρdx689

≤ lim
ϵ→0

∫
Ω

∇wϵ
Θ

|Θ|
d|Θ|+

∫
∂Ω

ψdθ− −
∫
∂Ω

ϕdθ+690

≤ lim
ϵ→0

∫
Ω

H∗(x,∇wϵ)H
(
x,

Θ

|Θ|

)
d|Θ|+

∫
∂Ω

ψdθ− −
∫
∂Ω

ϕdθ+691

≤
∫
Ω

H

(
x,

Θ

|Θ|

)
d|Θ|+

∫
∂Ω

ψdθ− −
∫
∂Ω

ϕdθ+,692

693

where we have used Lemma 5.2 for the last inequality.694

Again we proceed as in the proof of Theorem 3.2: since Θp ⇀ Θ, we have by695

Reshetnyak’s lower semicontinuity theorem that we get696 ∫
Ω

H

(
x,

Θ

|Θ|

)
d|Θ| ≤ lim inf

p

∫
Ω

H

(
x,

Θp
|Θp|

)
d|Θp|697

= lim inf
p

∫
Ω

H
(
x,H∗(x,∇up)p−1∂ξH

∗(x,∇up)
)
dx698

= lim inf
p

∫
Ω

H∗(x,∇up)p−1H(x, ∂ξH
∗(x,∇up))dx
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≤ lim inf
p

(∫
Ω

H∗(x,∇up)pdx
) p−1

p

699

= lim inf
p

(∫
Ω

H∗(x,∇up)p−1 ∂ξH
∗(x,∇up) · ∇updx

) p−1
p

700

= lim inf
p

(∫
Ω

∇updΘp
) p−1

p

701

=

∫
Ω

uρdx+

∫
∂Ω

udθ702

= lim
ϵ→0

∫
Ω

wϵρdx+

∫
∂Ω

wϵdθ,703

704

where we have used Hölder’s inequality combined with (2.8) and (2.10). Coming back705

to (4.3) we get706 ∫
Ω

uρdx+

∫
∂Ω

udθ =

∫
Ω

H

(
x,

Θ

|Θ|

)
d|Θ|.707

708

To conclude, let us observe that, taking v ∈ W 1,∞(Ω) such that H∗(x,∇v(x)) ≤ 1,709

we have710 ∫
Ω

uρdx+

∫
∂Ω

udθ =

∫
Ω

H

(
x,

Θ

|Θ|

)
d|Θ|711

≥
∫
Ω

Θ

|Θ|
· ∇vd|Θ|712

=

∫
Ω

∇vdΘ =

∫
Ω

vρdx+

∫
∂Ω

vdθ.713

714

Thanks to (4.1) and the classical Kantorovich duality, we have715 ∫
Ω

uρdx+

∫
∂Ω

udθ =

∫
Ω×Ω

dH(x, y)dγ(x, y),716

where γ is an optimal plan of717

min

{∫
Ω×Ω

dH(x, y)dγ(x, y) : (πx)♯γ = ρ+LN Ω+ θ+, (πy)♯γ = ρ−LN Ω+ θ−

}
.718

Since (πx)♯γ ∂Ω = θ+ and (πy)♯γ ∂Ω = θ− we deduce that719 ∫
Ω

uρdx =

∫
Ω×Ω

dH(x, y)dγ(x, y) +

∫
∂Ω

ψdθ− −
∫
∂Ω

ϕdθ+ = min(K)H .720

5. Appendix. Let us recall some facts concerning the notion of tangential gra-721

dient which played an important role in the previous proofs. To give a glimpse on the722

necessity to introduce this notion, let us remember that Beckmann’s transportation723

problem is an optimization problem on measure space under a divergence constraint.724

More particularly, the flow satisfies −div(Φ) = µ ∈ Mb(Ω). To do further analysis on725

such a problem and particularly to derive its dual problem we naturally attempt to726
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integrate by parts in the divergence constraint and write, for some Lipschitz function727

u,728 ∫
∇u · σ dγ =

∫
udµ,729

where γ = |Φ| and σ = Φ
|Φ| . Observe that ∇u may not be well defined on a |Φ|-positive730

measure set, and thus the previous formula may not have sense. Thanks to [3] it is731

possible to give a sense to the previous formula using the notion of tangential gradient732

as follows. First we can define the tangent space to the measure γ733

Xγ(x) = γ − ess ∪
{
σ(x) : σ ∈ L1

γ(Ω,RN ), div(σγ) ∈ Mb(Ω)
}
.734

Then, the tangential gradient ∇γu(x) to a function u ∈ C1(Ω) at x with respect to735

the measure γ is the orthogonal projection of ∇u(x) onto Xγ(x). Denoting by Pγ(x)736

the orthogonal projection on Xγ(x), it has been shown in [4] that the linear operator737

u ∈ C1(Ω) → ∇γu(x) := Pγ(x)∇u(x) ∈ L∞
γ (Ω,RN ) can be uniquely extended to a738

linear continuous operator739

∇γ : u ∈ Lip(Ω) → ∇γu ∈ L∞
γ (Ω,RN ).740

Moreover, we have the following useful integration by parts formula741

Proposition 5.1 ([4]). Given γ ∈ M+
b (Ω) and υ ∈ L1

γ(Ω,RN ) such that υ(x) ∈742

Xγ(x) for γ−a.e x and div(γυ) := ρ ∈ Mb(Ω). One then has743 ∫
Ω

udρ =

∫
Ω

υ∇γudγ744

for any u ∈ Lip(Ω).745

To end this section let us recall the following useful approximation result [19,746

Lemma A.1] (see also [25, Lemma 3.1] for degenerate case of H).747

Lemma 5.2. Let H be a nondegenerate Finsler metric and u ∈ W 1,∞(Ω) such748

that H∗(x,∇u(x)) ≤ 1 for a.e. x ∈ Ω. Then, there exists a sequence of uϵ ∈ C1(Ω)749

such that uϵ ⇒ u uniformly on Ω as ϵ→ 0 and750

H∗(x,∇uϵ(x)) ≤ 1 for all x ∈ Ω.751
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